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Abstract

A sender with private information (high or low ability) tries to convince a receiver
of having higher ability. A certifier offers a menu of (blackwell) experiments and
prices to screen the sender. The sender uses the experiment’s outcome to persuade
the receiver to take a favorable action. This paper focuses on the equilibrium inter-
action in this certification game when the receiver can distinguish between outcomes
of the experiment only based on the hard information contained in the outcome. The
main result characterizes all possible equilibrium outcomes in terms of a convex com-
bination of menus containing only simple experiments. Using this characterization, I
show the existence of an equilibrium in which soft information overrules hard infor-
mation; due to equilibrium self-selection of the sender, some outcomes whose hard
information makes the receiver more pessimistic about the sender’s ability end up
persuading the receiver to choose the favorable action.

KEYWORDS: Monopoly Certification, Information Acquisition, Mechanism Design,
Communication Game, Adverse Selection
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Introduction

Consider a simple adverse selection environment in which a privately informed sender

(either high ability or low ability) tries to convince a receiver that he is high ability. The
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receiver chooses between one of two actions and has state-dependent preferences. When
the receiver’s prior belief about the sender’s expected ability is low enough, she prefers to
act unfavorably to the sender. Suppose a statistical procedure can evaluate the sender’s
private information. In that case, certification intermediaries can enable signaling be-
tween the sender and the receiver, allowing the sender to persuade the receiver to take the
favorable action. Such intermediaries are present in various sectors, including research
laboratories, consultants, auditors, and academic ’cesting.1

This paper focuses on the role of discernible hard information in shaping the certifi-
cation market. Hard information is discernible when the receiver can distinguish between
experimental outcomes only based on their hard information. The exact procedure of the
experiments might differ, but as long as their outcomes have the same statistical (hard) in-
formation, the receiver can not distinguish the experiments. Discernibility presents itself
as a natural restriction on the certifier’s communication abilities.?

Consider a revenue-maximizing certifier who offers a menu of experiments and price
pairs. The design of this menu screens the sender for price discrimination. The experi-
ments must be informative enough to persuade the receiver; the sender is only willing to
pay for an experiment if it leads to a favorable action by the receiver. This restricts the
informativeness of experiments offered by the certifier by restricting the certifier’s abil-
ity to pool high and low ability senders. Discernibility of information further restricts
the certifier from pooling in test outcomes with different hard information. Discernibility
also prevents the certifier from segmenting the sender across experiment outcomes with
the same hard information.

My main result, Theorem 1, characterizes all possible equilibrium outcomes in terms
of a simple class of certificates that are offered in equilibrium. This shows the relation-
ship between the equilibrium welfare and the design of optimal experiments. I use this
characterization to establish two testable implications of my model. Equilibrium of the
certification game might give rise to evidence generated by an experiment, which leads
to a favorable action by the receiver even when the (statistical) hard information of the
evidence leads to the receiver being more pessimistic (relative to her prior) about the

sender’s ability. Additionally, I show the existence of a separating equilibrium without

! ( ) discusses the potential impact of third-party certification on global commerce and

discusses the need for regulation of the assurance and certification industry.
2Standards such as ANSI/ASQ Z1. 4 and ISO 2859 provide guidelines for the acceptance and sampling

of products. These and many other standards essentially take the form of statistical tests.



perfectly informative experiments and the existence of partial pooling equilibria.

1 Model

I study a stylized model of a sender (he) and a receiver (she). The sender is privately in-
formed about his binary ability, high or low, and this represents the sender’s private type
6. The receiver decides to accept or reject the sender based on verifiable results of some
(statistical /blackwell) experiment. The sender acquires these tests from a monopolist cer-
tifier. The certifier and receiver have a common prior y about the sender’s type. The
certifier can flexibly post a menu of experiments and prices.? In particular, the certifier
can send messages conditional on both the report of the sender and the sender’s true type.
The ability to condition on the sender’s true type represents the certifier’s “expertise”; the
certifier has some ability or technology to evaluate the agent’s private information. The
certifier’s signals are afforded credibility through some physical, contractual, or reputa-

tional reason.

1.1 Timing

t=1: The monopolist certifier posts a menu of experiments and prices observable to the
sender and receiver.

t=2: The sender privately observes his type.

t=3: The sender privately purchases an option from the menu offered, or decides not to
get certified.

t=4: The sender and receiver observe the realization of the purchased experiment. If no
experiment was purchased, the receiver observes that the sender is not certified.

t=5: The receiver chooses an action in A = {ay, a;}.

The sender’s type 6 € {h,1} represents his private knowledge about his ability. The
receiver has a prior u for the state being /. The receiver chooses between actions in A =
{ap,a;}. The receiver’s utility is v : A x {h,I} — R such that v(a,, h) > v(a;h) and
v(a;, 1) > v(ap,1). The sender has a state independent utility # : A — R such that 0 =

u(a;) < u(ay) = 1. The receiver’s optimal choice, given his beliefs y, is a* (i) = ay, if u >

U(ulrl)_v(uhrl)
v(ayl)—o(ay,l)+v(ayh)—o(a,

T and a; otherwise. Where 7% = Ik [assume 0 < pu < 7*; the

31 don’t allow the pricing to be contingent on the realization of the experiment.
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receiver is ex-ante pessimistic about the sender’s ability and will choose the unfavorable
action a; without any information. In particular, this assumption implies that the receiver
only chooses gy, if the certifier generates some hard information.

The certifier acts like a mediator between the sender and receiver. The certifier pub-
licly announces a menu of experiments and price pairs. The sender is privately charged a
tfee based on the experiment chosen from he menu. The certifier then publicly announces
the realized message based on the true and reported type. I restrict attention to the certi-
fier setting an upfront fee instead of a fee conditional on the realized signal*. The sender
verifiably reports the realization of a statistical experiment.”

When information is discernible, each outcome can be represented by its likelihood
ratio. Formally an experiment is given by o : {h,1} — A([0, c0]). We identify each signal

realization e € [0, o] for the experiment ¢ with its corresponding likelihood ratio iii‘;((j’;)) €

[0,00].7 T refer to the realization e € [0, 0] of the experiment ¢ as evidence or signal
realized by ¢. The signal realization e can be verifiably disclosed even if the experiment o
is unknown.?

For any report § € {h,1} and signal e € [0, 0], the probability of realization e condi-
tional on the true type 6, i.e. o4(e|l) is a function of e and c(e|h). Let X represent the set

of all experiments.

1.2 Strategies

The certifier posts a menu of prices and experiments m = {(0j, p;)ic, (,0)}. Where
o; : {h,1} — A([0,o0]) and p; € [0,1] and I is some arbitrary indexing set. Note for
later that restricting the certifier to two non-trivial menu options is without loss, as the

sender’s private information is binary. The sender has the option not to buy any of the

4 Allowing a fee conditional on the signal realization, enables the certifier to charge a fee that’s correlated
to the true state. The work of ( ) considers a certification model with outcome
contingent fees, in particular, they show full surplus extraction by the certifier.

5The verifiability can be seen as a consequence of the certifier staking their reputation on the claim or
some contractual restriction.

®For a topological space X, the set A(X) is the set of all Borel probability measures of X.

"Note that when restricted to [0,00) absolute continuity holds, o(.|h) < ¢(.|l). Thus ‘;‘;((i“};)) is well

defined in this restricted set. I extend the definition to set [0, o] by requiring § := o0 and § := 0.
8The restriction on the message space to [0, 0] is not essential. We can allow for any message space
that is homeomorphic to [0, oo]. But using [0, co| as the message provides for a convenient representation of

experiments.



offered experiments. Thus, I require every menu to include a "no certification” signal (®)
at 0 cost.” The set of all menus is M.

The receiver’s strategy (decison rule) is to choose an action a € {a;,a;} given some
m € M and e € ([0, 0] U®P); this is given by a measurable function ¢ : M x ([0, 0] U
®) — {ap,a;}. Let ES, := {e € [0,00] UD | {(m,e) = a;}. This represents the set of
all evidence that lead to an action a; when the certifier’s menu is m and the receiver’s
decision rule is ¢. Each of the receiver’s strategies (bijectively) corresponds to a collection
(qu)me M- Whenever convenient, I will omit writing { as part of the receiver strategy and
express it in terms of a collection of sets (Ey ) e -

The sender’s strategy is a selection rule that specifies the menu item chosen by the
sender given his type 0, and the posted menu m € M. The selection strategy is given
by Yg(m) € m and yo(m) = ( yg(m),p(ve(m)) ). The sender’s payoff from a selec-
tion yp when he faces a menu m and anticipates the acceptance set E is [ dyg(m)(e|6) —

p(re(m)).

1.3 Histories

The certifier’s history is the empty history h,s = &. The sender moves at a history hs; =
(m,0) € M x {h,1}. The receiver’s history is h, = (m,e) € M x (][0, 00] U D).

2 Equilibrium

The solution concept is PBE in pure strategy with tie-breaking assumptions.!’ An equi-
librium strategy profile of the game is given by the tuple ((Em)mer, v*, m*) which satis-
ties the following:

* Certifier rationality: m* € arg maxE,[p(v;(m))]

memM

* Sender rationality: for all m = {(0j, p;)ic1, (P,0)} the sender’s selection rule:

vp(m) € arg max / do’(e|0) — p’
En

(o',p(c’))em

* Bayes rule where possible:

9More precisely, each menu contains a deterministic experiment that takes value ®.
197 focus only on pure strategies. Moreover, I require in equilibrium the receiver always breaks ties in

favor of the sender



— At the history (m, e) such that e € supp(v;(m)(.|0)) for some type 6 € {h,1},
the receiver’s belief about the sender’s type being high is given by Bayes rule:
e = doy;, (m) (el ) p
me — * *
doyy (m) (el h)p + dyy (m) (e|1) (1 — p)
— At history (m, e) such that e € supp(7y,(m)(.|60)) for both types 6 € {h,[}. The
receiver has arbitrary beliefs y,, . about the sender’s type.

* Receiver rationality: for any m € M, the receiver’s acceptance set satisfies:
En = {e € [0,00]U®|a; € argmaxE,,, [v(a,0)]}
ac{aay}

Let € represent the set of all such equilibria. I refer to E,,+ as the receiver’s equilibrium
(or on-path) acceptance set.'!
Note that given (E; ) e M, sequential rationality and tie-breaking uniquely pin down *,
thus whenever convenient I will omit explicitly mentioning the sender’s equilibrium se-
lection strategy ™.

Define (Ey«, m*) := ((E},)mem, 7", m*) where E;, = & when m # m* and E| . = E,;».

Lemma 1. If ((Ep)mem, v*, m*) € € then (Ep+,m*) € E.

Proof. The last three conditions in the definition of equilibrium are satisfied as
((Em)mem, v, m*) € E. By definition of the off-path actions of the receiver E/,, it's im-
mediate that certifier rationality for m* also holds. O

Essentially, the receiver can hold arbitrarily pessimistic beliefs following a deviation
by the certifier. This trivially makes m* the best response of the certifier. By Lemma 1, we
know m is offered on-path in some equilibrium (in £) along with the receiver’s on-path

acceptance set Ey, if and only if

Jerdri(m)(elh) _ 1
Jerdoy(m)(ell) — 1(p)

Where I(u) = 52(*1(1;:3, i.e. I(n) is the minimum likelihood ration, given prior y, that is
needed for a;, to be sequentially rational response of the receiver.
A menu m* € M is valid with respect to E if (E,m) € E£. Where (E,m) =

((Ept)mrem, v*, m) such that E,, = @ whenever m # m* and E,,~ = E.

VY E C E,

1A stronger version of PBE might require the element e = o € E,, for every m € M Such a restriction
could represent aspects of objectiveness in the evidence produced by the certifier. This affects none of the
results from section 4 onwards, so I won’t impose this restriction.
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Remark 1. An immediate conclusion from receivers ex-ante pessimism (y < 7t¥) is that
for any equilibrium ((E) e, 7", m*) € € it must be that ® ¢ E,, for all m € M. This
means that not getting certified never leads to acceptance by the receiver in any equilib-
rium of the game. This is easy to see, as if & € E,, then at the subgame following the
menu choice m of the certifier, either the sender or the receiver has a profitable deviation.
Thus, in the rest of the paper, all acceptance sets E are assumed to be such that ® ¢ E.

The sender’s private information is binary, hence it is without loss to consider menus
with at most two (non-trivial) informative experiments.

Fix some set E C [0, o], the menu m = {(dy", p§')oc(n}, (P,0)} € M is obedient with
respect to E if m satisfies the following:

¢ Sender IC and IR

/dagn(ew) o Z/dcrgf(ew)—pe/ V0,0 € {I,h}
E E

[ dogelo) = oy Vo e {lh)
E
¢ Receiver obedience

[ dam(eln) 1

> VE CE
Jedo*(ell) — 1(p)

The certifier’s revenue from an obedient menu m be given by rev(m) = ppj" + (1 —

u)pj. For each E C [0,00] N ®, the set of menus obedient with respect to E is given by
ME.
Two equilibria ((En)merm, m*) and ((E},)mer, m') are outcome equivalent if:

o Yo (m*)(M)g,. = v5(m)(|h)|p VO (Experiment selection)
* Bulp(rg(m)] = Eulp(rg (m")] (Revenue)
The first condition requires that in both equilibria the conditional distribution of sig-

nals restricted to the receiver’s equilibrium acceptance set is the same. '

The second condition requires that the certifier earns the same revenue in both equi-
libria. In particular, these conditions imply that E,+ = E/ ,. Moreover, whenever the

equilibrium menus m*,m’ are obedient with respect to E,+ and E/ , respectively then

12When the distribution of signals that lead to acceptance by the receiver is estimatable by some exter-
nal researchers, the certification menu allows the researcher to infer facts about the equilibrium based on

(statistical) hard information of an experiment’s outcomes.



Ué”* £, = (T(’,”/ |p - As defined, outcome equivalence implies payoff equivalence but is
not implied by gayoff equivalence. If two equilibrium outcomes are equivalent, then
the distribution of messages conditional on the receiver accepting is the same across the
equilibria for each type of sender.

The following observation highlights the key role played by obedient menus.

Observation 1. If a menu m* € M is offered in equilibrium, then there exists an outcome
equivalent equilibrium ((E")en, ¥, m') such that m" € Mp/ . If a menu m* is obedient
with respect to some E C [0, 00|, then an equilibrium exists in which the on-path menu is

m*.

Proof. See appendix. O

Remark 2. Observation 1 is essentially the revelation principle with a restriction on the
messages that the certifier can send to the receiver. This restriction results from the as-
sumption that the receiver can distinguish between experiments’ outcomes if and only if
the outcomes have different likelihood ratios (hard information). In particular, the certi-

fier can not pool evidence e with evidence ¢’ # e into a single message sent to the receiver.

Lemma 2. Any equilibrium ((Ep)menm, v*, m*) € € in which e = 0 € E}, is outcome equiva-
lent to ((E},)mer, v'm’) € E, where E},, = Ey, for m # m*, El . = Ep+ \ {0}, m" = m* and
="

Proof. Whenever e = 0 € E,, the signal e = 0 has probability 0 of being disclosed in
equilibrium. Thus, removing e = 0 from E,+ does not affect the equilibrium outcomes.
O

Let the set of equilibria in which the on-path menu is obedient and e = 0 is not part of
the receiver’s equilibrium strategy E,;« be given by £. As I am interested in the equilib-
rium outcomes, it is without loss to restrict attention to equilibrium in £. In usual mech-
anism design terms ( ( ), ( )), observation 1 shows that restricting
to truthful mechanisms is enough, but as outcome equivalence is stronger than payoff
equivalence, restricting to a direct recommendation mechanism (pass-fail experiments) is

not necessarily without loss for the hard information environment in mind.



3 Refinement

Observation 1 shows that any menu that is obedient with respect to some E is offered on-
path in some equilibrium of the game. This conclusion relies on allowing the receiver to
have arbitrary off-path beliefs. To focus on equilibria where the on-path menu is revenue
maximizing with respect to the receiver’s on-path acceptance set E, I propose a refinement
of the receiver’s off-path beliefs which selects for such equilibria.

The proposed refinement imposes a form of consistency on how the receiver evaluates
evidence following the certifier’s deviation. Essentially, the receiver does not change his
acceptance set unless there is a compelling reason to do so.

Refinement (Consistent Evaluation): Let the set of refined equilibrium be given by:
& = {((Em)mer,v",m*) € E|Vme M, (Eys,m) € E = Ep = Enr}

Recall for any aceptence set E and menu m the collection (E, m) = ((E] /) e, ¥*, m)
where E/ , = @ when m’ # mand E;, = E.

Consider an equilibrium ((Ep)puer, v*, m*). If m*, E,» are the on-path menu and
receiver’s acceptance set, then after observing a menu m valid with respect to E;+, the
receiver is sequentially rational to use acceptance set E,;+ given that the sender” choice is
in *(m, E;;+ ). Moreover, the type 6 sender anticipates this and chooses o € (1, Ey+).
However, if a menu m is not valid with respect to E;+ then using the acceptance set
E,+ is not rational for the receiver, given the sender’s choice is v*(m, E;+). In this case,
the refinement does not restrict the sender’s and receiver’s off-path beliefs. Thus, the
refinement requires that, following the certifier’s deviation, the receiver does not change
his acceptance set whenever it is sequentially rational to do so, given that the sender
anticipates facing the on-path acceptance set.

The proposed refinement selects for equilibria in which both the sender and receiver
form consistent expectations about outcomes, even after an observable deviation in the
testing structure. A particular consequence is that the refinement rules out outcomes in
which the certifier gets less than second-best payoff, fixing the receiver’s on-path strategy.

Let M. be the set of all menus that maximize the certifier’s revenue among all m € M
that are obedient with respect to E C (0,0]. I refer to some m € M/ as a revenue-
maximizing menu with respect to E. By applying observation 1 (and Lemma 2), we can
define & C &, to be the set of equilibrium such that the equilibrium menu m* € Mg ,,
where E,;« is the receiver’s equilibrium acceptance set. More precisely, the set of equilibria

£ is such that for any equilibrium in &, the on-path menu is obedient with respect to the
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receiver’s on-path acceptance set and e = 0 is not part of the receiver’s on-path acceptance
set. The following lemma demonstrates the property of £, eluded in the last paragraph.

Lemma 3. If ((Em)mer), m*) € & then m* € M . Moreover, if m* € My for some
E C [0,00] then there exists an equilibrium in &, such that m* is offered on-path and receiver’s
on-path acceptance set is E.

Proof. See appendix O

Remark 3. If two equilibria ((Ex) pm, v, m*), ((Ej) m, 7', m') € & with Ey» = E] |, are such

C

that 0'5"* and (75”/ only differ on E..,

then the two equilibria are outcome equivalent.

4 Equilibrium Outcomes

In this section, I will focus on equilibrium in &, such that on-pathe = 1 ¢ E;». These

equilibria constitute informative equilibria.

4.1 Structure of Equilibrium Certificates

This section establishes that the equilibria in &, can be studied by solving a constrained
linear optimization problem. I characterize all possible equilibrium outcomes in &, by
first characterizing M. in terms of a simplified linear optimization problem. Using this,
I show that a simpler set of menus generates all solutions to the optimization problem.

Finally, I find the optimal menus among these simple menus.

Proposition 1. Fix some E C (0,00]. Let m* = ((05”*,,031*)96{1’,1}) be obedient wrt E.
A menu m* € Mt if and only if m* is such that

ot = [, [ ety = (1= 3) ot el

" = [ dof” el

and solves the following optimization problem:

m 1 m
max ) y/EdUh (e|h)+/E (E—y) do]" (e|h)

(o ([1), 0" ([1)) €A([0,00]) x A([0,00

10



subject to

/E(l—%) doy' (e|h) Z/E(l—%> dot" (e|h) > 0

Sy dopieln) _ 1
Jprdopt(ell) — 1(p)

Proof. See appendix O

forall E' C E Usupp(o;(.|1))

Remark 4. The proposition follows by noting two properties of the optimal menu. First,
it leaves zero rent to the low type. Second, the high type’s willingness to pay for either
of the offered experiments is weakly greater than the willingness to pay of the low type

sender.

Remark 5. Note that |[; (1 — %) doj'(elh) > [¢ (1 — %) do["(e|h) > 0 implies that
oy (E|l) < oj'(Elh) < 1. As we are interested in outcome equivalence, we can set
09(0|l) =1 — oy (E|l), making the choice of experiments well defined.

Corollary 1. If m € M} and rev(m) > 0 for some E C [0, 0] then [ doj (e|h) = 1.
Proof. See appendix O

This shows that any equilibrium menu in &, leads to the high type being accepted with
probability 1. In particular, the receiver faces no distortion whenever the sender is high
type. But the receiver’s payoff might be distorted when the sender is low type. Whenever
m € Mg for some E, information rent is only conceded to the high type. This rent is given
by, rent(m) = [; <1 — %) do]" (e|h).

Another immediate consequence of Proposition 1 is the existence of a separating equi-

librium. I call an equilibrium ((E;) e, m*) € € separating whenever
/ do" (e|h) = 1 and / doi™ (elh) = 0
Eps Eps

Corollary 2. (Existence of separating equilibrium) If an equilibrium ((Ep)pmer ), m*) € &
is separating then e* := inf(E,+) > % Moreover, if for an equilibrium ((Em)mem ), m*) € & it
holds that e* := inf(E,;~) > %, then the equilibrium is separating.

The theorem shows the existence of separating equilibria when the on-path experi-
ment is an imperfect quality certification ( ( ) and ( ). Al-
though the high type sender is accepted with probability 1, the low type sender might

also be accepted with positive probability, conditional on buying the experiment.
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4.1.1 Equilibrium Characterization

In this section, I restrict attention to equilibrium with countable acceptance sets.'?
For any E C [0, c0], let

T(E) := {m € M| |[supp(cy'(.[1)) NE[ <3, [supp(ej"(.|h)) NE| <2}

Theorem 1. If ((Em)mer, m*) € & such that E,,» is countable, then there exists an outcome

equivalent equilibrium ((E.,)mer, m') € & such that m' € cox(T (Ey)).*

Proof. See appendix O

The proof of the theorem involves solving the linear optimization problem in propo-

sition 1, to do so, I first deal with the point-wise inequalities ?lgj?)) > ﬁ for all
e € ENnsupp(oj(e|l)). Then I proceed by solving the simplified problem by finding the
extreme points of the feasible set of experiments. The theorem establishes that all equilib-
rium outcomes in &, are generated by a simple class of menus. In particular, the theorem

characterizes the implementable rent distributions for equilibrium in &,.

Corollary 3. (Soft information overrules hard information) There exists equilibria in &, such

that after observing some evidence e < 1, the receiver chooses action ay,.
Proof. See proof of Lemma 5 in the appendix. O

The corollary shows the existence of an equilibrium in which the receiver takes a fa-
vorable action even after observing evidence whose hard information makes the receiver

more pessimistic about the sender.

Corollary 4. (Existence of partial pooling) There exists equilibria in &, such that supp(o7) N
E C supp(oy) NE.

Proof. See appendix. O

Partial pooling equilibrium corresponds to the optimal menu offered by the certifier
that consists of experiments with outcomes that only a high type can achieve with positive
probability, and also outcomes that both high and low type senders can achieve with
positive probability.

131 prove the statement in the appendix for discreet support distribution.
4For any set X the convex hull cvx(X) is defined as the smallest convex set containing X
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5 Literature Review and Discussion

The issue of signaling and market efficiency in pure adverse selection has been widely
studied in economic literature. The seminal paper by ( ) shows how markets
can unravel in the presence of adverse selection, ( ) demonstrates that quality
certification can provide an alternative to exiting the market for high type producers.

( ) shows that undertaking costly actions can help signal private information
in the context of labor markets.

This paper, like ( ), considers a monopolistic information intermediary;,
which can produce hard (verifiable) information about the sender’s private type. Unlike
models of signaling where the costly action undertaken for signaling is wasteful, here
the costly action directly corresponds to the payoff of the intermediary. Like my model,

( ) also demonstrates that the benefit from the presence of a certifier when the
receiver is pessimistic.

I consider both the information design and monopolist screening problem that the
intermediary faces; ( ) only focuses on the design aspect in the case of an
optimistic receiver. In ( ) optimal certification mechanism leads to a single
uninformative experiment. Thus, the certifier’s ability to generate hard information is
moot, and so is the discernibility of hard information

The disclosure of hard evidence is often studied in the context of voluntary disclosure

( ), ( ), ( ). In the context of this pa-
per, the main takeaway from models of voluntary disclosure is the minimum principle
( ( ), ( )): non-disclosure is treated in the most pes-
simistic way by the receiver. The minimum principle holds in my model, as the prior
belief (4 < 7*) prescribes choosing a; whenever the receiver observes no certification.

Although I focus on a single monopolist certifier, the analysis in the paper describes
all possible equilibrium welfare. The different equilibrium outcomes can be interpreted
as cases when the players have varying levels of market power which reduces the share
of surplus that the monopolist can capture.

Previous works on monopolistic certification have studied the welfare implications in
isolation. My work emphasizes the relationship between test design and welfare aspects
in these environments. Notably, ( ) considers the test design and wel-
fare in markets with monopolistic certifiers. However, unlike this paper

( ) does not study a monopolistic screening problem by only allowing the certifier to
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post a single experiment. The paper by ( ) considers a general test de-
sign and screening problem similar to mine, but they focus on an environment where an
uninformed sender can flexibly design a test before interacting with a receiver (first-party
certification). The issue of test design is also studied by ( ), their analysis
differs from mine as they are primarily concerned with outcomes when the intermediary
worries about the worst-case revenue across all equilibrium outcomes.

Closely related to this paper is ( ), which considers a similar monopolistic
certification problem but focuses on soft information. In ( ), the intermediary
cannot condition the experiment’s outcomes on the true type of the sender and must
rely solely on the reported type. They show that the mediator when restricted to soft
information, can induce any receiver’s belief that is consistent with hard information.
In my model, the only equilibrium outcome implementable by soft information is the
certifier optimal outcome (section 5.1).

Following the work of ( ), it’'s common in economic theory to study
outcomes of mechanism design and information design problems geometrically. The
technical result of this paper follows this theme by first reducing the screening and de-
sign to a constrained linear optimization problem, then characterizing the equilibrium
outcomes in terms of the extreme points of the feasible set of experiments offered by the
certifier.

The literature on monopolistic certification also considers a moral hazard environ-
ment; ( ), ( ), ( ). However, similar
to the certification literature with pure adverse selection, these papers are silent about the
design of optimal tests. This presents a future direction for extending the methodology of
this paper to other certification environments where the investment in costly action not
only corresponds to the surplus of the certifier but also has a role in capital development

for the receiver.
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6 Appendix

6.1 Useful lemmas

Lemma 4. There exists e > 1 € E if and only if there exists a menu m € Mg such that
rev(m) > 0 (or equivalently [ doj(e|h) > 0).

Proof. Sufficiency: when e > 1 € E, the menu m such that ¢}"(e|h) = 1, p}! = 1 and
0" = ®, pf" = 01is obedient wrt E.
Necessity: first note that incentive compatibility implies the monotonicity of allocation:

[l eln) — dog'(eli] = [ 3 (do(elh) — dor (el

Ife € E = e < 1, we see that only the menu m with [, do}'(e|lh) = [;do]"(e|h)
satisfy this. In particular, p;' = p;". By obedience condition of the receiver we get that
[edol(elh) > [; ﬁdalm(dh). But this implies [ do]"(e|h) > [; ﬁdq’”(e\h). As
I(#) < 1and by assumption e < 1 for all e € E, this implies [ doj"(e|h) = [ do]"(e|h) =
0. By individual rationality of the sender, we get p;' = p/" =0 O

Corollary 5. Let m € Mg for some E C [0,00], if there exists E' C E N [0,1] such that
[z dojl'(e]llh) > O then there exists some E"" C E N [1, 0] such that e > 1and [, doj" (e|h) > 0.

Proof. Let there exists E' C E N [0,1] such that [, doj'(e[h) > 0, if there doesn’t exist
E" C [0, o] with the properties mentioned above then [, do}" (e|h) = 0. This follows from
reasoning similar to the necessity part of lemma 1; to avoid violation of monotonicity of
allocation [, do](e|h) = [;do]"(e|h). Then for the menu m to be obedient wrt E it must
hold that [, doj'(e|h) = [ do]"(e|h) = 0. Thus the corollary holds by contradiction. [

6.2 Proof of Observation 1

Observation 1:

If a menu m* € M is offered in equilibrium, then there exists an outcome equivalent
equilibrium ((E’)en, v, m') such that m’ € M £, If a menu m* is obedient wrt some
E C [0, 0], then an equilibrium exists in which the certifier offers m* on-path.

Proof. If a menu m* is obedient wrt E, then v (m*, E) = 0" and py+, > 7* forall e € E.
>These two then imply that (E, m*) is in £. Pessimistic off-beliefs of the receiver imply

15(E, m*) is defined in lemma 1 in the main text.
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that the certifier has no incentive to deviate. The sender is best responding as the menu
m* and the receiver’s strategy E, as m* is obedient wrt E. Obedience implies that the re-
ceiver is best responding to Bayesian beliefs on-path given the equilibrium menu and the
sender’s selection rule. Thus (E, m*) € £.

Let ((Em)mem, 7", m*) € E. If m* satisfies sender IC wrt Ey+ this is v (m, E) = o}’
then by the definition of equilibrium we get that m™ satisfies receiver obedience wrt
E+. Assume that m* doesn’t satisfty sender IC wrt E,». This implies that for some
0 € {h1} the senders selection y4(m*,E*) # of'. In this case the menu m’ :=
((ve(m*), p(ve(m*)))ocqn,y is obedient wrt Eyy«. Thus (Ep, m’) € £ by the first part of the
proof. Moreover, the equilibrium (E,+, m’) is outcome equivalent to ((Ey) e, v, m*) by

construction. O

6.3 Proof of Lemma 3

Lemma 3:
If the ((Em)mem), m*) € & then m* € MP. Moreover, if m* € M. for some E C [0, 0]
then there exists an equilibrium in &, for which m* is offered on-path and the on-path

acceptance set is E;;» = E.

Proof. If ((Em)men, m*) € & then by definition ((Ey)per, m*) € € and E,y = Eyy» for
all m € Mg, .. Recall that if m* is offered on-path then m* maximizes the certifier’s
revenue among all menus m € M given the sender’s best responds to the receiver’s
strategy (Em)mem- As Ey = Ep for allm € Mg, ., we get that rev(m*) > rev(m) for all
m € Mg, .. Thus m* € M’m*.

For the other direction note that if m* € M. for some E then (E, m*) € £. We construct
the following equilibrium profile ((E)uea, m*) where E,;, = & whenever m ¢ Mg and
E, = E whenever m € Mpg. Now note that ((En)pnenr, m*) € € as m* is obedient wrt
E,+ = E, and by construction m* maximizes the certifier’s revenue given the sender’s

best response to the receiver’s strategy. Thus ((Ey) e, m*) € &;. N

For the rest of the proofs, I restrict attention to acceptance sets E such thate =1 ¢ E.

6.4 Proof of Proposition 1

Proposition 1:
Fix some E C (0,00]. Let m* = ((Ugi*,pgi*)(;e{l’h}) be obedient wrt E. Then m* € MY if
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and only if m* is such that
o = [, [da;f* (e|h) — (1 - g) daffl*(em)}, ol = [.do™ (e|l) and solves the following

optimization problem:

1
max do™(elh +/<—— )dcrmeh
(o7 ()07 (1)) 0 ([0,00]) x A([0,00]) V/E el J g —# ) dot(elh)

subject to
1 m 1 m
- = > - — >
/E (1 e) doy (e|h) /E (1 e> doj"(elh) >0

[z doll(e|h) S 1
Jerdop"(ell) — 1(p)

Proof. To prove the proposition I will first show that the low type has zero surplus in any

for all E' C EUsupp(o;(.]1))

m € M. The certifier’s optimization problem is given by:

m

m 1 _
max oy’ + (1= p)p]

such that

[ ldo el — dopteli) > pff — pp* > [ ldop(elh) — o (el

[ e el > g and [ “dop(eln) > pf
E E

[z dojl (e|h) - 1
Jerdop"(ell) — 1(n)

For revenue maximization, either low type or high type IR constraint needs to be bind-

forallE' C E

ing. When the low type’s IR constraint is binding the optimization problem reduces
to the one in the proposition. This follows from substituting p/* = |; ldo(e|h) and
ol = [dot(e|h) - [ (1 . %) do? (e| ).

Thus, to prove the proposition, we first show that the low type never earns rent
in a revenue-maximizing menu. Consider for contradiction a revenue-maximizing
menu x € M that offers the low type positive rent, then pf = [, idolt(e|h) —
max{ [ <% — 1) doj(e|h),0} and p} = [ doj(e|h). In particular  is a solution to

max (1—y)/}5%dal’”(e|h)+/h_ (1—1_7”) dol" (e|h)

(a3 (-[1)07 ([ 1)) €A ([0,00]) x A([0,00])
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such that

(1 - _) (1 - %) Ao (el )
0z [ (1—1> do? (e|h)

[ dojl (e|h) 1
Jerda(ell) — 1(p)

When the low type earns positive rent, i.e. [; (% — 1> do(elh) > 0, it must be that:

forallE' C E

& dU’lX(€|h) = 1 — ¢ for some ¢ > 0. Moreover, there must exist some E; C E such that

e € E; C ENJ0,1], E;is closed and sz dU’l elh) > 0. As E :Z; > ( ) foralle € E we have
that |, E, doyX (e|h) > 0. Then by corollary 2 we get that there must be some E;, C EN [0, 1]
such that fEh do}t (e]h) > 0. Fix some arbitrary e, € E; and define ¢; := min(E;).

Note that [ 1do¥(e|n) = 1 when the rent to low type is strictly positive, as otherwise,
the certifier can increase revenue by slightly increasing the probability of ¢, in high
type’s menu option. In particular if [z o7t (e|h) < 1and [; 1do(e[h) > [, do)(e|h) then
[eedolt(elh) > [p.do)(e|l) > O; then the certifier can improve his payoff by offering a
menu with experiments (07, 07). Where (07, 0/) is such that o] = 7', and for some e, € EN
[1,00] and ¥ > 0 small we have Uh(eh|h) = o' (ep|h) + xminfe, [ ot (e|l), [r ol (e|h)},
01 (0o|h) = a7t (co|h) + k max{[ [z o7 (e|h) — ey, [z o (e[l)], O}, and o7 (e|lr) = o (e|h) for
alle € E\ {ej, c0}.

Now to show low type can not earn positive rent construct oy : {I,h} — A[0, co] such
that oy(e|0’) = oj (e|¢’) for all 6,6’ and e € E\ (E U {en}). Moreover, set oj (ey|h) =
o (ey|h) —I—fEl elfy)dal (e|h), doj(elh) = doj(e|h) — )dcrl (e|h), of(en|h) = ot (ey|h) +
JfEl dof (e|h) and o7 (e|h) = (1 — 8)o7 (e|h) whenever e € Ep. Letpj, = pf and p] = pf +
5 [, (ﬁ — 1) <% — %) dol(e|h). Define x' := ((v},p},), (¢/,p])). Choose § > 0 small

enough such that [, (1 - %) dof(elh) > [¢ (1 - %) do/(elh) and 0 > [; (1 — %) do](e|h).

By construction, we also get that

rev(x) — rev(x) = (1 — y)%l (ﬁ - 1) (% - elh) do(ell) > 0

This concludes the claim that the low type doesn’t earn positive rents.
The proof then follows from noting that [; (1 - %) doy(elh) > 0 ==

J& <1 — %) doj(elh) > 0. Consider for contradiction that |, (1 - %) doy,(elh) > 0 and

I <1 — %) doj(e|h) < 0. Then the constraint % > ﬁ is not biding for some
El
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E' C E. If instead, the constraint d”’lg 1?)) > ﬁ is binding for all e € E the following

calculation gives us a contradiction:

/E (% - 1) doy(e|h) > 0

— /E(l—e)dcrh(e|h)>0

1

-—1 1—
- /Em{e>1} (e )dgh(em) + Em{e<1}( e) doy,(elh) >0

But )
/E (1 - E> do,(elh) >0
— (1—1)&7( |h) + (1_e>d0 (elh) <0
En{e>1} e En{e<1} e h -

1

> — 1) dou(elh 1—e)doy(e|h) <0
— En{e>1} (e ) on(elh) + Eﬂ{e<1}( e) doy(e|h) <

Finally, the claim follows from the fact that if both the following statements are true

then the certifier has a profitable deviation.

doy,(e'|h) 1
Je’ € E such that >
doy(e'|h) ~ e'l(p)

/ <1 _ %) don(elh) < 0

The profitable deviation is constructed by considering a menu that provides the same

and

experiment to the high type and at the same cost. But the menu option for low type is
changed and priced slightly higher. The low types’s new experiment (¢;) has the same
distribution for e € E \ {¢/}. But the probability of signal ¢’ in the low type’s menu

> /
option is increased by shifting mass from the set EC, until either Zg’;((:,ﬂg)) = e’l%y)

I: (1 - g) dg; (e|h) = 0.

To construct such a deviation, note that [ doj(e|h) < [; Ydoi(e|n) < I(y), thus we have

that 0 < [ 2doj(e|h) < fEcd‘Tl e|h).

Whenever [ doj(e]l) — & [ doj(e]h) > 0 then 0} can be constructed such that

for some ¥« > O0; ( 'h) = o(e|h) + x [pedoy(elh), @(0]) = o(0) +
[fEcdal elly =L [ doy(e |h)} and & (e|h) = oy (e|h) for all e & {¢’,0}.
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If [ doj(e|l) — & [ doj(e|h) < O there exists some E' C E€ such that [, doj(e|h) > 0
and e € E' implies ¢ > ¢/, in this case for choose small enough %1,k > 0 such that
<1 Jgdor(ell) + o [y, doilell) = 5 (k1 g dor(elh) + o [, do(elh) ). Define &i(e'|n) =
oi(€'|h) +x1 [ doi(e|h) + K2 [ doy(elh), Ti(elh) = (1—x1)oi(e|h) foralle € E', 7j(e|h) =
(1 —xp)o;(e|h) for all e € E; and 0y(e|h) = oy(e|h) for all e ¢ {e'} U E' U E;. Thus in the
optimal menu [; <1 — %) doy(e|h) > 0. O

6.5 Proof of Corollary 1

Corollary 1:
If m € MJ and rev(m) > 0 for some E C [0, c0] then [ do]"(e|h) = 1.

Proof. Following proposition 1, if m € M7} then it solves the optimal program
mentioned before. In particular, if [.doj"(e|h) < 1 then implementablity requires
s 2dol"(elh) < [dol(elh) < 1—e for some e > 0. Thus there exist Ej, E; C EC
such that 0 < fEh d(f[l”(e|h),fEl doj'(e]l) < e. By lemma 5 we get that there ex-
ists e/ > 1 € E (if o € E then let ¢/ = o0). If fEhmElU;l“(e|h),fEhmEl(7;l”(e|l) > 0
then the certifier has a profitable deviation thus m ¢ M. To construct a prof-
itable deviation of the certifier, we consider a menu m’ such that the low type’s pay-
ment and experiment are equal to the low type’s payment and experiment under
the menu m. For the high type if f%fEhmEl o (elh) < fEhmE, ol (e|l) let o] (e|lh) :=

op'(e|l) whenever e € E\{'}, o (¢/|h) = of(¢/|h) + [g g, o' (elh) and o =
th+fEhmEl )" (e|h). When %fEmEz o (elh) > fEmEz o (ell), let a;l”/(e|h) = o]"(e|h)
whenever ¢ € E\ {¢,c0}, o (¢|h) = o (€/|h) + ¢ [i g opt(ell), o (colh) =

03 (€0l [ g, 07 Cell) € Jo 2 elD)] andt gy i= o +€ J 0 elh). 16 in-
stead fEhmEl 07" (e|lh) = 0, then 0}"(co|h),0;"(0[I) > 0. Choose 6 > 0 small enough such
that 07" (co|h) > &, 07" (0|1) > §. The certifier has a profitable deviation m’ such that O’Iml =
o, pi" = pl", ol (e|h) := o} (e|h) whenever e € E\ {¢'}, o} (¢'|h) := o]"(¢/|h) + & and
le/ = pj + 0. The menu m’ € M for all the cases above by construction. Thus the

corollary follows from contradiction. O

6.6 Separating Equilibrium

Corollary 2: If an equilibrium ((Ey)menr), m*) € & is separating then e* := inf(E+) >
%. Moreover, if for an equilibrium ((En)menr ), m*) € & it holds that e* := inf(E,+) > %,
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then the equilibrium is separating.

Proof. Sufficiency: Let ((Ep)men ), m*) € & If Ey is such that e € E,+ implies thate > 1
then by applying proposition 1 we get that m* needs to be a solution to

1
max do"(elh) + (—— )d(fmeh
(o' (-|h), 07" (.|1) )€ A([0,00]) x A([0,00]) ‘u/Em* i (elh) /Em* e : 1"elh)

subject to
1\ ., 1
B > S i >
/E (1 e) dol" (e|h) > /Em* (1 6) do?" (e|l) > 0

doy' (e|h) >

m
el(y)dal (e|h) foralle € Ey,

The non-negativity constraint in the IC conditions is irrelevant as e > 1 for all
e € Ey+. Now notice that if e* > % then the revenue of the certifier is decreasing in
doj"(e|h) for all e € E,+. This means that the low type’s menu option assigns zero
probability to the set E;;+. In particular, the revenue maximizing menu m* is such that
fEm* do™ (elh) = 1, pI* =1, 0" = ®, p" = 0. This menu is separating. Notice when
er > % then the revenue is strictly decreasing in 0" (e|h) for all e € E,;+ thus the menu
with fEm* do™ (elh) =1, p" =1,0" =&, p" = 0is uniquely optimal.

For necessity, let ((Em)menrm ), m*) € & be a separating equilibrium. I will show that if
there exists e € E;+ such thate < % then m* ¢ Mf
Case I: There exists 0 < ¢; < 1 € E;;«. As m* is separating so by lemma 5 we get that there
exists some e, > 1 € E+. Now consider the following menu: x = ((04, pg) )ge{1,n- Where
X (eylh) = e(l-e) o (er|h) = a@-1 5 —1and o (ex|h) = 1(p)e; en(1=e) o (ef|h) =

ep—e ep—e ep—e;
l(y)elele(:h : U 5, = el(p). Observe that x € Mg, ., and rev(x) = p+ (1 — pu)l(p)e;. The
claim follows from noting that the revenues from a separating menu is bounded above
by u.
Case II: e € E implies ¢ > 1 and there exists e;, € E such that l >ep > 1. Ife, > A

the certifier can improve revenue by offermg the same menu optlon to both types. This is
oy = oy where o, (e|h) = 1, 03 (en|1) = g and p, = o1 = -

Ife, < ﬁ The certifier can improve the revenue by offering a menu such that oy, (e, |h) =
1, o1(en|h) = enl(p) and pp = 1 =1 () (e — 1), o1 = L(p). O
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6.7 Proof of Theorem 1

Theorem 1: If ((Ep)mer, m*) € & such that E,» is countable, then there exists an
outcome equivalent equilibrium ((E},) e, m') € E such that m’ € evx(T (Ep)).

Combining corollary 1, the constraint [, (1 - %) dog(elh) > 0 and remark 2. We get
that it suffices to consider menus such that supp(cg(.|I)) N E¢ C {0,1}. With this in mind,
I restrict the space of choices from A([0, o0]) x A([0, 0]) to A, where

A= {(gh 1) € A([0,0]) x A([0, 00])| supp (1) N ES = {1}}

A is a closed and convex set!®
For each E C [0, c0]. The set of feasible!” signal distributions wrt E is given by Kg C
A. Where K is the set of signal distributions (77, %;) € A such that

/. (1 - %) dni(e) > [ <1 - %) dn(e)
/E (1 - %) dni(e) >0

/Ed’?h(e) =1
and

1
> - /
[ ane) > /E gy (e) forall E' C B

The first claim establishes the existence, in terms of restrictions on E, of a maximizer

of some linear functional over K.
Claim 1. Forany e > 0and E C [, 0] \ {1} closed, the set K is compact and convex.

Proof. [0,00] is a compact Polish space, thus A([0, o0]) is compact and Polish. Using the
topology of weak convergence on A([0, o]) and appropriately defined product topology
on A([0,00]) x A([0,0]).1® If (1!, 71") — (1, m)in the product topology then 1} —,

16The topology here is product topology, where the topology on each component is the topology of weak

convergence.
7The requirement of feasibility wrt E is stronger than obedience wrt E as feasibility builds in revenue-

maximizing properties that are discussed in proposition 1.
18Product of compact and polish spaces is compact and polish. A closed subset of such a space is also

compact and polish. Moreover, the product of locally convex spaces is also locally convex.
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1 and 1] =4 177 in A([0, o0]). Noting that 1 — and (y) are continuous and bounded on

e, 00].1 Thus weak convergence of measures ’7h and 7;' give us convergence of following

tn f, (13 )i = [, (1) ente

fim { [ anjie) - /E , ﬁd;ﬁ(e)} = [ dm(e) - /E - (y)dm( ¢) forall E' C E

n—oo

integrals

and,

As (n1,1") € Kg, the above implies that (17,,17;) € Kg. Thus K is closed and hence
compact. The convexity follows from noting that the K is defined by elements of
A([0,00]) x A([0,00]) that satisfy certain linear inequalities. Thus any convex combina-
tion of elements in g also satisfies these linear inequalities. This proves the claim. [

A consequence of the claim and Krein-Milman theorem is that the set of extreme
points ex(Kg) is nonempty. As a convention if some functional f doesn’t attain its maxi-

mum in the set Kr, then arg max{f(#;, ;) } = @. For all the following statements in the
Ke
proof, I assume that E is countable. In particular, the support of all the relevant distribu-

tions is discreet.20

Let T(Kg) := {(n,m) € Kel [supp(yn) NE| <3, [supp(in) N E| < 2}.

Claim 2. IFEN0,1] = & then arglcmax{y Jednn(e) + J¢ (% — ;u) dn(e)} € T(Kg).

Proof. Let (n;,1;) € arglcmax{pt Jednn(e) + Jx (% —y) dn(e)}. By solving the op-
E
timization problem in proposition 1 (see proof of corollary 2 for example), we get

that |supp(;) NE| > 1 only if /(1) = 1, in which case we can write (7;,7/) =
Y ecen(e) (15, 17). Where 77 = 51/ and 75 (e) = 1 foralle € E. O

In particular if (1;,1]) € arg max{y Jedun(e) + J; < >d171( )} are such that

supp(7,) N[0,1] N E = & then (Wh/’h) € arg max{p [ dyu(e) + i (2 —n) dm(e)}.
E\[0,1]

9This requires E to be bounded away from 0
20The proofs can be extended to continuous distribution, the arguments presented rely on discreet sup-

port distributions mostly for exposition reasons.
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Claim 3. For any (n,,1;) € arg max{y fE di(e) + fE < > dii(e)}. If supp(y) NEN
[0,1] # @ then supp(1;) NEN [O 1] + @.

Proof. Consider for contradiction supp(#,) NEN0,1] # @ and supp(;) NEN0,1] =
Let E; C EN|0,1] be such that fE dny(e) > 0, fix some ¢; € E;. By assumption fE dn (e )
0. Let E;, C EN|[1,00] be such that fEh dn(e) > 0, fix some e, € Ej,.

First, consider the case when 7;(1) = 0, then we get that [ dn,(e) = [rdyi(e) =1
and [ idy > [; 1dp,. As jzli((?) < el(y) forall e € E, we get that [ 1dy,(e) < I(p).
Now construct 7,77, such that i, =, and #;(e) = n;(e) for alle & {e;, e,}. Let 17/(e;,) =
mlen) —e nj(e)) = me) +eand1— [ Ldyl(e) =1— [;1dy(e) —e (el_, — %) For small
enough ¢ > 0 we get that (7, 7;) € Kg and

u/dnh(e +/<——V)d’71 #/dﬂh /(——#)dm()
“nefg ) 70

This is a contradiction, thus it must be that | g, d1i(e) > 0.

Now, consider the case when #;(1) > 0. Construct #;,%; such that for all e ¢
{en,1} UE; we have ﬂé( e) = nle). Let my(en) = nulen) + ¢ [ dnule), nilen) =
mi(en) + eenl (1) [¢, dnnle), m(e) = (1 —e)mu(e) for all e € E, 771'( e) = m(e) for all

e € B\ {er}, j(er) = miler) + el ()43 fE dn(e), 1, (1) = (1), 1= [p 00y S (e) =
fEu{1} sdimu(e) + st (% - el> - fEU{l} sdi(e) = fEU{l} ¢dni(e), and
171( ) = m(1) — el(u)9=;" [¢, dnn(e). For small enough ¢ > 0 we get that (17,7)) € Kg
and . ,
w [Lanige)+ [ <E—u) rjte) - 1 / (o) - / (3 ) dnee
=(1- ) >0
This is a contradiction, thus it must be that f E, dm ) > 0. O

For the rest of the claims let supp(17;) NEN0,1] # @.
Partition K into Kk and KE. Where K§ := {(n, 1) € K| [; (1 - %) dy(e) = 0}, and
= Ke \ KE.

Claim 4. For any (n,1;) € arglcmax{y Jedin(e) + [¢ (% — y) diji(e)}. If supp(;) NEN
E

0,1] # @ and [; <1 - %) dn;(e) > 0, then supp(17;) NEN (ﬁ,oo] = @ or |supp(n;) NEN
1oo)l = 1.
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Proof. Note that supp(n;) N EN[0,1] # o implies that there is some ¢, € EN[0,1]
such that #,(e;)) > #;(e)) > 0. By assumption we have [; (1 — %) dn(e) > 0. As
I ( ) (din(e) — dni(e)) > 0, we get that [, (1 — %) dny(e) > 0. For contradiction
let there be some ¢/, e, € EN[1,00] such thate’ < ey, i;(e,) > 0, and ﬁ < ey

Now construct 77, 17; such that 77y (e) = #79(e) fore & {ey, ¢’,0,1}. Let 1 (ey) = 1(en) —
& (¢) = m(e") +e 1= [di(e) = 1= fydmle) = (3 = L) e nlen) = mlen) —enl (e,
ni(¢) = mi(e) +el(pe,ni(1) = m(1) +el () (en — '), and 1 — [pdyj(e) = 1— [pdni(e) —
I()e(ey, — ¢’). For small enough & > 0, we get (17, 7;) € Kg as

(15 ) e 1) = (1= 3 ) et =1

Finally, note that

V/dW -+/<——V)Mz #/dm -+/(——u> (e)

= pel(u)(ep —€') >0

A direct consequence of claim 4 is that for any (1,,7;) € argmax{y [ dij,(e) +
KE

Je (% - ﬂ) dij(e)}, if supp(n7;) NEN0,1] # @, then ;(1) > 0.

Claim 5. For any (n,1) € argmax{y [pdij,(e) + [; (%—y) di(e)}.  Such that
Kg

supp(n;) NEN[0,1] # @. If |supp(n,) NEN[1,00]| > 2 then for any €', e, € supp(yy,) N

EN[1,00], ¢ < e, implies that % = 0ore,l(p), and zf% = el () then 1’77;’1((2/)) =¢l(n).

Proof. Note that supp(;) N EN[0,1] # @ implies that there is some ¢; € EN [0, 1] such
that #7,(e;) > #;(e;) > 0. In particular, by claim 4 we have #;(1) > 0.

First, for contradiction assume that 0 < 2 (( )) < eyl(u). Construct (175, ;) such that for
alle ¢ {1,0,e,¢;,¢'} we have 175(e) = 7q(e ) Let 7y, (en) = nu(en) —& my,(er) = muler) —

%M)=w@%w+&%®0Zm@%%%%m)zmmrwﬂﬂ&%(%=M)
e + ell(u)d + x, and 77/(1) = 1;(1) — x. Where x = 1 (ep (1— §—h> —6l(u)(e —e)),
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Y > Z}i(é’zl)) > (Se — Ly 42 and 6 > 0. By choosing ¢, ¢, and ¢ close enough to the lower

bounds mentloned respectlvely we get that (77, 77]) € Kg, by construction we see that

/dnh(e +/ <— - u) dj(e) — /d’7h / (— - u) dii(e)

=1—-ux>0

Now consider ¢/ < e, where ”Ii— # €'l(u). Construct #;, 1] such that 1, (e) = #,(e)
for all e € [0,00]. Fore ¢ {eye€,e,1} let yj(e) = m(e). Let nj(en) = mi(en) —
me) = mlen) — 5, 7j(1) = m(1) —x and 7(€) = me) +e+6+x Where x =

/

£ (8 (l — l) -9 (l — l)) e> §Eeﬂ and 0 > 0. By choosing ¢ and ¢ close enough

e'—1 e ey e e D)
to the lower bounds mentioned respectively we get that (17, #7;) € Kg, by construction we

/dﬂh +/ <— - u) dij (e /dnh / (— —u) diy(e)

=1-wux>0

see that

O

Following claim 5, I proceed by dividing the proof into two cases. First, I consider
) € arg max{p fp dij(e) + Jp (&= 1) @)}, such that supp() NEN[0,1] #
E

& and % = el(u) for all e € EN[1,00]. Second, I consider the case (1, 17;) €
arg max {1 7(6)+ J (1 = ) de)) such that supp(n) N EN[0,1) # 2 and 26 <
E

el(pu) for some e € EN [1,00|. Before proceeding I will first prove some claims that sim-

plify the optimization problem.
Claim 6. For any (1, 1;) € arg max{y Jedin(e) + [¢ <% — ) dn(e) }, such that supp(1;) N
EN(01] # . If [ (1-1) dm( )= 0then [ (1= 1) dm(e) = [ (1 1) dni(e).

Proof. Fix some (1, 17;) € arg max{y Jedim(e) + [¢ (% — y) dij;(e)} such that supp(17;) N

EN|0,1] # @. The proof follows in two steps:
The first argument is similar to the last part of the proof of proposition 1. We want
to show that if [, (1 — %) dn;(e) = 0 then there exist some e, € supp(#y,) N EN[1, 0]

such that ()

T (en) < epl(n). Whenever fE (1 — %) dn;(e) = 0 we have that there exists
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E; C supp(y;) N EN[0,1] such that [ g, 411(e) > 0. Assume for contradiction that for all

e € supp(y,) N EN[1,00] we have 77’((8’1)) = el(u). Then it follows that

1
) [ e=dne = [ (Z=1) e <160 [ a-odne

Feasibility further requires that

1
—d ~d <1
/Em[o gt () + /Eﬁ[l,oo] o Hm(e) <

1
— -—1)d < 1—-1)d
EN[0,1] (e ) ﬁh(e) o /Eﬂ[l,oo] ( ) ”h( )

Now note that fEm[o,l] (% - 1) dnp,(e) > fEm[o,l] (1 — e)dnu(e) and
fEm[l,m} <1 — %) dyy(e) < fEm[l,oo] (e — 1)dny(e). Thus, we have a contradiction.
For the second argument, we want to show thatif 0 = [, (1 - %) m< [z (1 — %) 1

then for any E, C supp(y,) N EN [1,00], we have [p diji(e) = I(u) [ edny(e). As-
sume for contradiction that there is some E; C [1,00] N E such that |, E, dny(e) > 0 and

fEh dn(e) <1(pn) fEh edny(e), in particular Ej, can be chosen such that d”’(( )) < el(u) for all
e € Ej. Also, note that there is some ¢; € EN [0, 1].

Construct 7;,1; such that for all e ¢ Ej, U {e;, 1,0} we have ry(e) = 179(3). Define
m(e) = (1—e)mple) for all e € Ey, my(er) = muler) +e[p d(e), 1 — [pdny(e) =
1— [pdnu(e) —e [¢, (— — —) dnp(e), nj(e) = <1+el(y) (3_18’)'177’;((6))) 171( ) for all e € E,

ni(er) = mler) +el(u)er [ dunle), n(1) = m(1) —el(p) [, 7=1dnn(e). By choosing e > 0
small enough, we get that (17, 7/) € Kg, and

u/dnh +/ (——u) dij (e) ﬂ/dnh /(——ﬂ) dry(e)

== [ =]

h

dnp(e) >0
]

A consequence of claim 6 is that, if (17, ;) € arg max{y [ dij,(e) + J; (% — y) diy(e)}
E

0

and supp(#;) NEN[0,1] # @ then by there is some e, € supp(#,) N E N [1, 0] such that

1 (en)
ey < enl (1)
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Claim 7. For any (u,1) € argmax{y [pdij,(e) + [¢ (%—y) dn(e)}.  Such that
KE

supp(7;) NEN[0,1] # @. IffE (1 — %) < fE (1 — %) 1y, then for any e, € supp(n;) N
ENL, o), Z,i((iﬁ)) = eyl (1)

Proof. Note that supp(1;) NEN[0,1] # @ implies that there is some ¢; € EN [0, 1] such
that 77,(¢;) > n;(e;) > 0. In particular, 7;(1) > 0. For contradiction let ’7’((2’3 < el(u).
Construct 77, 7, such that for all e & {e;,e;,1,0} we have (e ) = 119(e). Define 17} (e,) =

mlen) —& n(er) = nu(e) +& 1— [pdn(e) = 1— [pdnu(e) — 6, nj(en) = men) + p,

ni(e) = mle) +x—p, (1) = m(1) -« Where x = piS, p = eel(u) 4,
6 = e, & > 0. By choosing ¢ close enough to 0 we get that (17;, 77;) € K, and
u/dnh(e +/ (——V) iy (e) #/dﬂh / (——P‘) i (e)
=1—-ux>0
[

In particular for (n,,1;) € argmax{y [;dij,(e) + [; (% —y) dnji(e)}, such that
K

supp(7;)) NEN0,1] # @ and ;77’11((?) < el(u) for some e € E N [1,00], it must be that
Je (=Y m=fe (1= 1) m

Claim 8. For any (n,,1;) € argmax{y [ dij,(e) + fE< )dm( )}. Whenever e, €
Ky

supp(#7,) N E N [0, 1] then n;(e;) = el ().

Proof. Assume for contradiction there is some ¢; < 1 such that #;(e;) < e;l(u)n,(e;). As
(7n,m) € KE we get that 1 — fEu{l} ldn(e) > 0. Construct 77}, such that 7, = 1,

and 7;(e) = 771( ) foralle & {en e} Letn(en) = milen) —e mjle) = mle) +¢ 1 -
fEU{l} dn](e) fEU{l} Tdn(e) — (l - %) By choosing ¢ > 0 small enough we get

e
that (17, 17]) € ICE and

/dnh(e +/ <——u) dnj(e) /dnh / (——u) dii(e)
=we (g -y ) =0

Thus the claim follows from contradiction. O]
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Claim 9. For any (1, 1;) € arg r;nax{y Jedin(e) + [¢ ( )dﬁl( )} If [supp(m) NEN

Kp

[0,1]| > 1, then Z;i_((ee)) = I(p)e forall e € supp(n,) NEN|O,1].

Proof. If (ny, 1) € arg max{y Jedifn(e) + J; (% — y) dn;(e) } then by claim 6 there is some

ey € supp(y) NEN [1 oo] such that ’7’(( )) <epl(p). Lete’ < ¢ € supp(n,) NEN|O,1], for
contradiction assume that

Case I ;(¢') < €'l(u)nu(e’). Construct (1;,1;) such that ,(e) ng(e) for all e ¢

{en e, e, 1,0}, Let ny(en) = mulen) —e mp(e') = ( ") =6, m(er) = mule) +e+6,
’71/(311) = mi(en) +q, n(e) = m(e), ( 1) = m(e) +x—q,7(1) = m(1) —x. Where
e < eh Zl ?75 K= % +1(u)(e+9), 9= o 31( +(5)ehl(y), and § > 0. Choosing ¢ close to

the upper bound and ¢ close to 0 gives that (1, 7;) € K.

M/dnh +/ <——u> dij (e ﬂ/dnh / (——ﬂ) dry(e)

=1—-wu)x>0
Case II: ;(e;) < el(pu)nn(er). Construct (17;,1;) such that 17y(e) = 1ngy(e) for all e ¢
{en e, ¢,1,0}. Let my(en) = nmulen) +e& mle) = muler) =5 —¢

m(e") = m(e') +9,
mi(en) = milen) +x —0e'l(p), (') = mle’) +6e'l(p), mler) = mler), (1) = (1) —x.
Where & > max{=C %5, 145} = 0l(u) %=1, and 6 > 0. Choosing ¢ close to the upper

ep—er e 7’ ey

bound and 4 close to 0 gives that (17;,7]) € KE.

ﬂ/dnh +/ (——#) dij (e) ﬂ/dﬂh / (——V) diy(e)

=1—-wux>0

Now we are ready to prove the main result needed for the proof of Theorem 1:
Proposition 2. arg max{y [ dij,(e) + [; <% - y) diji(e)} C cox(T (Kg)).
K

Proof. As mentioned before, I prove this result in two cases

Case I: (1, 1) € argmaxg, {p [ di,(e) + [¢ < > dij;(e)} such that supp(17;) NEN
[0,1] # @ and 1177111_((66)) =el(u) forall e € supp(n;,) NEN |1, 0].
In this case, by proof of claim 7, it must be that (17, 17;) € KE. Let W; be the set of

(17, 171) that satisfy the conditions of case I. Claims 10 -12 establish this case.
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Claim 10. For some (1, 1;) € arg max{]/t Jedijn(e) + [¢ ( ) dnji(e)}. If supp(m) NEN

1
0,1] # @, then ’7’(( <1foralle € E.

Proof. By claim 4 either supp(#;) NEN [ﬁ co] = @ or |supp(y;) NEN[1, 0] =1.
If supp(17;) NEN [1,00] = {e,} then by [, (1 — —) (nn(e) —dni(e)) > 0 we get that

1 (en) < 1.
Uh(eh)
If supp(7,) NEN [ﬁ, co] = & then the claim follows from noting :7’;! ee)) <el(p) for all
e € E. O
Define

RE = {(nm1) € Wil |supp() A EN[0,1]] < 1and Zh((:)) — el(y) forall e € supp () NEN [1,09]}
1

e

Claim 11. For any E we have arg max{y [ dij,(e) + [; (1 — y) dij(e)} C cox(KE).
Wi

Proof. Fix (np, 1) € arg max{y fE di(e) + fE (% — y) dr;(e)}. Assume that |supp(y,) N

ENJ0,1]| > 2. By c1a1m 8 we get that 17;(e) = el(u)yy(e) for all e € supp(n,) NEN[0,1].
By assumption and claim 5 we know that forany e > 1 € E, 7,(e) > 0 = mle)

1 (e)
el(u). Pick some ¢; € supp(y,) N E N [0,1] Now construct the following (77;,1;) and

(o' ):

/ atjg(e)
e) = foralle e EN|1,00
() a fEm[l,oo] dipn(e) +1n(er) L]
o) — 1e(er)
) =5 Jer(,eo @ () + 10 er)
(1- 0‘)’79( )
g (e) = foralle € EN |1, 0]
fEmoo dipy (e +fE001\{el}d’7h( e)
g (e) = ]79(6) foralle € EN[0,1] \ {e;}
fEm[loo difn(e +fEm01\{e}d’7h( e)
Note that Jer 411 (©) <lasW; C K this implies Jen(1,00 91 (€) < 1and Jerp,eo ' (€)

fEm[loo drp(e) fEﬂ[l,oo] dy (e) fEm[Loo] dry (e) —
1. Thus to show that (17;,7), (1;,1]') € Wi. We need to verify the following sets of

inequalities can be satisfied simultaneously:
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<el_z - 1) mi(er) e Jerpe) <1 - %) di(e) + [ero (e} (1 - %) di(e)
fEm[l,oo] (1 - %) dii(e) fEm[l,oo] (1 — %) dn;(e)
(2 -1) (mler) = men)
Jereg (1= 1) (due) — dii(e)) ~

_ Jeties (1= 1) (@nue) = dmi(e)) + ferioap oy (1—3) (dinle) — dm(e))
Jer(i,e < - z) (dign(e) — dmi(e))

The first two inequalities are satisfied simultaneously for some « as (17, 17;) € KE.

Similarly, the third and fourth inequalities also hold simultaneously. Finally, note that the

third inequality implies the first one as

(el, - 1) m(er) (3—, - 1) (7n(er) —mier))
<
Jere (1) @m(©)  [erue (1= 1) (nale) = dmi(e))

()00 g (- = () ., (- o

which follows from
i (=2 [ - R 0

1 [ (1-3) fa—clam(e) <o

Also, the fourth inequality implies the second one as

1
1—-)d 1—-)d
/Em[o,l]\{e,} ( e) n(e) EN[1,e0] ( ) le)

1
> 1—-)d / (1 — _> d
/Em[o,l]\{e,} ( e) M) fo \1 72 ) )
This follows as

/Em[o 1\ {er} <l - 1> Umu,oo} (1 - %) [Z;((j’)) - :77111((?)] Y (e)] (€

iff




=) /Em[o,l]\{el} (% - 1) [/Em[l,oo] (1 - %) L (6)] () <0

Thus we can always choose « € [0,1] that satisfies the requirements. Thus we get
that (17,%7) € KF and (n,5) € W;. Recursively applying this argument proves the
claim. O

Let B(Kg) := { (1) € Kel [supp () NE| < 2}

Claim 12. K¥ C cox(B(KE)).

MWMWMWW]—@WM%W=&MWMMﬂWMMM—$%
ni(l) =1- ((?)andnh()—lforalleEE

If supp(m,) N[0,1] = {e;}. The claim follows when | supp(77;,) N [1,00]| = 1. Assume
that | supp(#,) N [1,00]| > 1, also forany e > 1 € E, () >0 = Z;,_((ee)) = el(p). Pick
some e;, € supp(r7,) N [1, o0]. Now construct the following (17, ;) and (1, n]"):

/ _ dng(en)
Tolen) = arpp(er) + 1 (en)
/ _ adne(e;)
o) = anpp(er) + 1 (eyh)
ey dne(e) or a .
100 = T + Jorqam o @) O e € Bl dend

(1 — ) (e)
(L= a)yn(er) + Jenp oo (e, @ (€)

g (e) =

By claim 10 we know that % < 1foralle € E. Thus to show that (1;, 7)), (1, 1") €

Kf We need to verify the following sets of inequalities can be satisfied simultaneously:

(1 B _) i (en) “ s (el_z - 1) M1(er) + Jen, oo\ fer} (% - 1) dn(e)
(% - 1) m(er) <el, — 1) m(er)
(1= L) Gnlen) — dn(en)
(— - 1) (7 (er) — mi(er))

. Jer(,eo ey} (% - 1) (din(e) —dni(e)) + <61—, - 1) (17n(er) —mi(er))
(2 -1) (mler) = mle)

34

>




Note that as (1, 17;) € Kf, the first and second inequalities hold simultaneously for
some a, also the third and fourth inequalities hold simultaneously. The claim follows from
noting that the third inequality implies the first one and the fourth inequality implies the
second one. Third implies the first as

i (en) m(er)
=1(pu)ey, > 1(pn)e =
n(en) (ke > Kde mn(er)
and the fourth inequality implies the second one as
fEﬁ 1,00]\{e 1- L (dﬂl(e)) e
et (1 4) > 1) > 1()ey = 14
nn(er)

Jeeo]\ fen) (1 - %) (dn(e))

Thus we can always choose « € [0,1] that satisfies the requirements. Thus we get
that (17;,7)) € B(Kg) and (17, ") € KE. Recursively applying this argument proves the
claim. O

The proof of the first case then follows from noting that by definition B(Kg) C 7 (Kg).

CaseIL: (17, 17;) € argmaxg, {p [ dij(e) + [¢ <% — y) dij;(e) } such that supp(17;) NEN
[0,1] # @ and ’71(( )) < el(p) for some e € supp(n;) N EN[1,0].

In this case, by proof of claims 6 and 7, it must be that [; (1 — %) dy(e) =
& <1 — %) dn(e).
Claim 13. For any (n,m) € argmax{y [pdij,(e) + fE< )dm( )} such that
Kg

JNENI0,1] # @. If there exists some e € supp(n,) N E N [1,00] such that

supp (7;
< el(p) then | supp(17;) NEN[1,00]| = 1.

1 (e)
1 (e)

Proof. Assume that there exists e; < 1 € E such that 77;(e4) > 0. Assume for contradiction
that | supp(;) N EN[1,00]| > 1, then there exist ep,e3 € supp(y;) N E N [1,00] where
ez > e3. By claim 5 we get that % = epl(p) and % = e3l(p). By assumption and
claim 5 we get that there exists e; € supp(#;,) NEN[1, 0] such thate; > ey and #;(e;) = 0.

Construct (77;,1;) such that ny(e) = ng(e) for all e & {e1,ez,e3,e4,1}. Let 177 (e1) =
mn(er) —q,my,(e2) = nu(e2) — & 1y, (ea) = nu(es) — 6,1y, (es) = nules) +q+e+90,1j(e1) =0,
n(e2) = mlea) —eexl(p), 1j(es) = milea) — Seal(p), 1y(es) = mi(es) + (g + e+ d)esl (),

. e1— e3+@ . Kf31 e3+e3 1 e3 1( )
and 7;(1) = 1;(1) — ql(n). Where ¢ = qu, 6 =G5y %_%
ey e 4 @
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By choosing some ¥ > 1 and g > 0 small enough we get that (7,,7;) € Kg. The claim
follows by noting that

u/dnh +/ (——u) dij (e) ﬂ/dnh /(——u) dry(e)

=1 —wu)ql(p) >0
0

Claim 14. For any (1, 1;) € arg max{y Jedifn(e) + [¢ ( ) di(e)}. If | supp(y, NEN
[1,00]| =1, then |supp(y;) N EN [O 1] =1.

Proof. Let (n,1;) € arg max{y Jedifn(e) + J¢ ( > dn(e)}, such that supp(n, NEN

[1,00] = {e;} and ’7’(( )) < eyl(p). Assume for contradiction |supp(n;) NEN0,1]] > 1,

then by claim 13 we get that ’71((6)) = el(u) for all e € supp(n) N EN|0,1]. By proof of

claim 6 and 7 we conclude that [, (1 - —> dny(e) = [¢ (1 - —> dy(e). Also by corollary
1 we get that 7,(ej) =1 — fEm[o,l] dny(e). Combining these we get that

mlew = mlen) = 25 [ (5=1) (= elGyine

The feasibility constraint can then be simplified as

o /Eﬂ[o,l] <1 " e’ZS— 13) Aile) 2.0

The above defines a half space for the feasible choice of 7;,. As the 7; is determined com-
pletely by the choice of #;, the objective function can be expressed as a linear functional

of 7, alone. In particular, the extreme points of the feasible region are candidate solutions

e(eh_l)
ep—e

for some e € EN[0,1] and zero for all other ¢/ € EN[0,1]. In particular notice that at

for the optimal #;,. These extreme points are such that either 7, (e;,) = 1 or i, (e) =
optimum | supp(n;) NEN[0,1]| = 1.
[

Define K} as the set of all (1;,,7;) € Kg such that |supp(y,) N EN[1,00]| < 2 and
Je € supp(n,) N EN[1,00] such that Zli((?) <el(u)

36



Claim 15. For any (n,m) € argmax{u [pdij,(e) + fE< )dm( )} such that
Ke

supp(;) NEN[0,1] # @. If there exists some e € supp(yy) N E N [1,00] such that
<

IS < el () then (1, 1) € cox(KE).

Proof. Define Ey = {e € EN[1,00] | e € supp(ny) \ supp(n;) }. If |Eg| = 1, then the claim
follows from claim 13. Assume that |Eg| > 1. By claim 13 we get that | supp(;) NEN
[1, 0] = 1.

Pick some e, € Eg. Now construct the following (17, 7;) and (1, /")

malen) = 3 Jeve, dZi((Z}S)+ 7 (en)
() =3 Je\E, df?ZG(S)Jr Mn(en) foralle € E\Eq
) = e T e P ()
g (e) = fE\E(;;U_h “)ﬂi(flo\{%} i (e) foralle € E\ Eg
When & = — (S)e?gﬂ’ih((e)h_) o we get that iy (1-1) (dmie) -
dyi(e)) = fE\e ( ) (dy;/(e) — dn(e)) = 0. Moreover, by construction

JevEo te) ( )d’h e, ( %) dn’(e) > 0. Finally (1, 17) € Ke and (1, 17)") €

K follows from noting the following;:

Joop, Ame) —dm(e) > | \an —el(y0)) e )

> /E\EO (1 —e)dn, = / ( )dﬂh(e)

E\Eo(1 >d171 =0
=>/dm<e JRACES!

Define

T (Ke) :== {(mn,m) € K| | supp(nn) NE| < 3, |supp(n;) NE| < 2}
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Claim 16. argNmax{]/t Jedin(e) + [z ( ) diji(e)} € T(Kg).

K
Proof. Fix some (1;,1]) € arg max{y Jedin(e) + J¢ (l —y) dr;(e)}. Assume that

| supp () NEN[0,1]| > 2 otherw1se the claim is trivial. When |supp(77;;) N E N [1, 00]| <
2, the claim follows from claim 14. Assume that supp(r,) NEN[1,0] = {e,e;}, where
ey, < e. We get by claim 5, claim 8, and claim 9 that 7/ (e) = el(u) foralle € E\ {¢} and
17; (€) = 0. Thus we get the following:

1
>
nn(en) = e —1

1—e)d
o (=00

(@) =1 [ dni(e)

and
/E<1—-) dry(e) = /E<1—%) di (e)
1= 2+ [enpy (WA —e) = (3 —F) ) diule)
— (o) Je %<%P‘+l(y)e(eh<1) )) (e
and
11 () (en—) = (- %)
= (@) 1_%—%+l(y)(eh—1)_/m[01] a e Tl —1)

sy e 1-1+ [ (10 - (1)) dne = o

e e

(10-2) @-= [ (10— ) @ -emo

“) 1 (1—e)(e—ey) (e—e)(ep—1)
S oy A__m[m] ( o + ; )dmz(e)

Note that (4) = (2), also (2) & (3) = (1), also note that (4) simplifies to 1 >
fEm[o 1 =2 <E(6’1_1)1Le(e_eh)> dny,(e) and that ;’z:i (E(eh_l)fe(é_eh)> > 1foralle € ENJ0,1].

ep—1 epe(e—1) epe(e—1)

If () > % then (4) = (3). This follows from:
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)~ _ Elen—1) +e(F—er)
I(p)— X+ — epe(e —1)

Denote the first coordinate of Kg by JE. Thus the optimization problem can be relaxed

foralle € ENJ0,1]

=

as
max (1)
mely
such that G(#,) > 0
Where G(r,) > 0 defines a closed convex half space as G(y,) = 1 —
Jero) =t <E(6’1;hle)gf(f)_eh)> dyn(e). The feasible region G(y7;,) > 0 is closed and
convex with extreme points given by #;, such that fEﬁ[O,l] dyp(e) = 0 or nu(e) =

¢ 1 (E( aele—1) ) for some e € EN[0,1] and 77, (¢’) = 0 foralle’ € EN[0,1]\ {e}.

ep—e \ e(ep—1)+e(e—ey)

Ifl(p) < % then (3) is given by

Thus the optimization problem is given by

max T(n,)

melf
such that G(,) > 0
H(p) >0

l(ﬂ)ii e, —e

Where H(1y,) = fgm[oll] l(y)——ih o.—1d1(e) — 1. The halfspaces defined by (3) and (4) have
‘h

none empty intersection as

() — % _elen—1) +e(e—e)
I(p) — el epe(e — 1)

foralle € ENJ0,1]

Thus, the feasible region {#,|G(n,) > 0 > —H(n;)} is closed, nonempty and convex with

L _ f_ (W=7 e
extreme points given by 7, such that 7, (e) = Z_i (E(ehihf)(ie(lg)_ehO orn(e) = l(ﬂ)ii i’;_l
Eeh

forsomee € EN[0,1] and y,(¢’) = 0fore’ € ENJ0,1]\ {e}. Here the first type of extreme
points are on the hyperplane G(7;,) = 0 and the second type lies on the hyperplane

H() = 0.
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The objective

TOm) = [ dnafe) + [

— constant + ! 1-
constan - (1) <( Hi) % _ % +1(u)(ep — 1)

This is linear in 7, thus the optimum is achieved at an extreme point, thus we prove the
claim as for any extreme point it holds that | supp(y,) NEN[0,1]| < 1.
O

Claims 10 -12 establish case I, and claims 13 - 16 establish case II. Thus, proposition 2
follows by combining these with claims 2 and 3. O

Theorem 1 follows from Proposition 2 by constructing the menu such that o3, (.|h) =

ny(.) and o3,(.|h) = 1;(.) with payments according to Proposition 1.

6.8 Corollary 3

I prove a stronger statement than the statement of Corollary 3 presented in the text. In
particular, I prove a characterization of equilibrium with binary acceptance set. The first
two experiment structures are enumerated in the case when soft information overrides

hard information.

Lemma 5. If E = {ey, e}, where e; < 1 and e, > 1. Then (03, 07) € Kg if and only if it has the
following form:

(ep—1)(1—ey)

. 1
Ifen < mm{ﬁ’ %} and e = G
Oh
ep(1—e) 1-I(plep  e(ep—1) 1-I(pey 0
en—er 1-I(p)eye;  en—er 1=I(p)eye
1—¢ 1-I(p)e ep—1 1-I(p)ey I(w)(epte—epe;—1)
en—e; 1-1(p)epes en—er 1=I(u)epe; 1=I(p)ener
71
1— 1-1 —1) 1-1I 1-1
= 1_ll(<;§2:;, erl(j) 2o 1_/((551;';, 1 1() [er — en(1 - ) l_lggﬁgiz, 0
1-¢ 1- 11— 1-
ehl(y)eh_ifl 171(;):8:18] ell(ﬂ)%rm 1—1I(p) el—eh(l—el)lfl(;;e:’el ()
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Wew > or iy < en < jyand 5 < ot (1= e () or if ey < min{ig, ) and
A= 0iG0e < 6
Oh Y]
alle) alo-1) el () 2= gyl ()l 1 — g (p)ey
1—e¢ ep—1 ell(y)elh__i’l ell(]/t) :::ell 1—1(n)e

ep—ep ep—ep
and, zfﬁ <ep < %and% >u+(1—wuel(p)

0p=0]

(1 : )
1 1
o 17

Proof. A binary menu wrt E = {e,(> 1),¢/(< 1)} is of the form the following form for

(x 1—x 0 )
ax P(l—x) 1—ax—p(1—x) 0
7 o ,Ble’—lx 1—ax—B(1—x) a(l—%)er,B( —el—l>(1—x)

Thus, the optimization problem in Proposition 1 is simplified to

1 1
max p+ (——y) ax + (——y) B(1—x)
ey €]
subject to

Dxe 1, Dixtli-x <1 Yax(1-L)+p01-x(1-1) =0 9

ey
ax+B(1—x) <1, 5)ax (1 - %) +B(1—x) (1 - 317) >0, 6)a < min{e,l(s),1} and
7) B <1(p)e
Note that 2) %x + ell(l —x) < 1 implies x > en(l=er) 3) ax (1 — l) + B(1 —

ep—er €n
x) (1 - el_,) > 0 implies B < a2l x4y x4+ B(1—x) < 1, implies that

(1—¢;) 1—x
<1_alze)lx _ e
e < 1= = (1= F)

some x € (0,1].

en(l—e)
e,—e 7

that « = B by 3) and 4). Thus the revenue is y + (el—l—y—M<l—l>>’B = u+

If el < u then the revenue is decreasing in « and x. Setting x = we get
h

(ell — U= 1;—1‘?1) B. Thus revenue is increasing in . Hence the optimal experiment is such

that o, (e,) = =) and a = B = e, (u).
M

eh—e]
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If I(p) > % > u the revenue is increasing in a. Thsu or fixed x,§ we have a =

min{e, (), 1~ S 1x (1 - B)}. Asel(n) > 1we getthata =1 - %14 1zx(1 — p)
Then the revenue is given by:

(1= S g () + (5 ) )

ej(ep — 1)

L e N

Whenever % — p# — B(1 — ) > 0 then the revenue is increasing in x, thus the optimal
experiment is such that x = 1 and « = 1. Whenever lh —u — B(1—u) < 0 then revenue

is decreasing in x for fixed B. Thus x = % this gives us that the optimal experiment
. 1
is such that oy,(ej,) = ehe(h—:l) and « = B = ¢/l (n).

If e, < % (y) the revenue is increasing in f and «. For fixed x,a, we get that f =

71
min{e; (I(u), oce 1 I B = el eh 1; =, then the revenue is given by

T %—Pﬁ(é_“) %}

€p — €]
= —|—ocx— 1—
: €h(1—€1)( 2

The expression is increasing in x. As ((elh ;% = < el(u) we get that
(w)en(1—er)
a(en —1) +1(p)en(1 —er))

.. . . _ I(p)ep(1—er)
As the revenue is increasing in both « and x, thus for fixed « set x = (o) H Ry (e

Then the revenue is given by

ey — €
+1(p)en(1—ep)

Bt (1 - ‘u)l(lu)“a(eh _ 1)
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This expression is increasing in a. As x > % we get that

I(n)en(1 —e;) S ea(l—e)
alep —1)+1(pwep(1—e) = ep—e

= l(p)(en —e)) > aley — 1) +1(p)en(1 —ep)

— a <I(p)e

Thus the optimal experiment has x = e’éll—e’) and o = B = ¢/l (u).

If B = ¢l(p) then the revenue is increasing in « and x. In particular for fixed x we
get that xa > (1 — x)eh((1 ellg and « = min{e,l(y),1— %1x’5(1 —el(n))}. Forx >

ep(1—e;) 1-I(p)e
ep—e; 1— I(H))ee ¢

we get that w = ¢,/ (), in which case the revenue is

w+el(p) (ell - u) +1(p)xp(e; —en)

this is decreasing in x thus it’s optimal to set x = eheg__ei’) 111_(111(%)22]1, a = eyl(p) and B =
el ().

en(1—e) 1-I(u)e
If x < ep—ey 1—1(]/1))616;1

Ml—_X(

wegeta = 1— qo—1) *

1 —¢l(p)), then the revenue is
given by

Eh(1—61)<1 ) (1 ) ey — € |:1
=p——FS\——u|+b|-—p|+tx—F—"-=|—— 1-—
-1 ey Ple,—F Yelen—1) H P )
Whenever % — p# — B(1 — ) > 0 then the revenue is increasing in x, thus the optimal
experiment is such that x = eheg__eil)ﬁz_(l;gl))éi -, 0= eyl () and B = ¢l(4). Whenever
ey 1761)
!

—u — B(1—u) < 0 then revenue is decreasing in x. Thus x = e(h— :

, this gives us that

the optimal experiment is such that o,(e;,) = % and o = B = ¢/l (u).

1

Finally to conclude note that for e, < T L the revenue for x = «1=4) 1-1wea

en—e; 1-1I(p))ere,”

a = epl(p) and B = ¢/l (u) is given by

(en —D(1—e)
L —1I(p)ener

pt (1 —w)l(p) — ul(p)

ep(1— )

revenue when x = =

and « = B = ¢;I(p) is given by

pt (1 —wu)l(p)e

Note that
(e —1)(1—¢)

1 —1(p)ene

pt+ (L—p)l(p) — ul(p) > p+ (1 —pu)l(pe
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= (1—pu)> HW
= 1Ze(p+ (1 —wl(pe)

6.9 Corollary 4: Existence of Partial Pooling

By Theorem 1, Corollary 2, and Lemma 6, we get that if m is a menu with partial pool-
ing, then it must be that m € cvx(7T (E)) \ evx(B(E)). Thus, I will focus on menus in
the set 7(E) \ B(E). by proposition 3 we get thati f m € ML N[T(E)\ B(E)] then
supp(om(.|h)) NE = {e,ey, e/} and supp(ow(.]l)) NE = {ey, e} wheree > ¢, > 1 >

e;. Also, 0’"((6’1“;[)) = eyl(n). To establish existence I will assume min{l(u), u + (1 —
y)l(y)(ehe’fﬁ} > % Thus by proof of claim 16, we get the optimal menu has

the following form for some x € (0, 1].

l-x—-y y «x
0y ( 1-x—y VA ﬁ)

e ey (4]

o [° yenl(p) Px 1 —yepl(p) — P
0 yi(p) B 1—yepl(n) - px

-1 _(1_1
In particular we get that f = 9— el e/ Ll(y) and y = M The revenue is given

by

e, — e

ot (L= Iy —
[

Note that weneed x +y < 1, ¢,l(u)y + Bx < 1land B < ¢/l (u). Forme,l(p)y + px < 1
we get that

l
— 1 1—61
=T e —e
14— e (&= 1)
e ly ep—e ey e
- X > 11
€] e




1-1

= x> £
T(1_1) 4 (1 1)1
(4] e ey e eh—l

From x 4+ y <1 we get that

1
T_1 s1
ey e
1-1L -1
ey el(eh )
— x > =
L1 -
e ey

IN

1 ,;,i%i:l(i,;> 1—
e ——— < land — &5 =~ < 1. Note that —— L >
R, i Gt
1-1_ 1 =g (1 1 _ o .
: z<y>1eh—;z(eh ) whenever I(y) < 4 (gg)lg;(j: U Finally by noting that
L’l e
aE—e)telen=1) - 1 e _ 1-1 . 1-1 q
Zh > get that x = T, Y = o T an
e GG Y T G
B=1(ne.
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